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Problem 1: Neural Chatbot

Neural Dialog Model are Sequence-to-Sequence (Seq2Seq) models that produce
conversational response given the dialog history. In this assignment we will
build a simple single turn conversations to make based on the data
In this assignment you will implement,

• Seq2Seq encoder-decoder model base on LSTM model

• Seq2Seq model with attention mechanism

• Greedy search decoding algorithms

In this exercise, we use Cornell Movie Dialog Corpus to train the model. How-
ever, it is optional to train the model on a larger corpus to get a better perfor-
mance.

See the colab file for more details.

Problem 2: Multi-Head Attention

Let X ∈ RN×d be the input of attention layer. For example, you can assume
that there are N token and each of them has a d dimension embedding. Suppose
that we have H heads indexed by h = 1, . . . ,H of the form

Hh = Attention(Qh,Kh.Vh) = Softmax
[QhK

T
h√

dh

]
Vh

where Qh,Kh, Vh ∈ RN×dh . Here, we have defined separate query, key, and
value matrices for each head using

Qh = XW
(q)
h ,Kh = XW

(k)
h , Vh = XW

(v)
h

The heads are first concatenated into a single matrix, and the result is then
linearly transformed using a matrix W (o) to give a combined output in the form

O = Concat[H1, . . . ,HH ]W (o)
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i) Consider matrices W
(q)
h and W

(k)
h , where all elements are independent and

identically distributed (i.i.d.) random variables with a mean of 0 and a
variance of σ2. Additionally, let xi and xj in R1×d represent the embeddings
of tokens i and j, satisfying ∥xi∥2 = ∥xj∥2 = 1.

Define qi = xiW
(q)
h and kj = xjW

(k)
h as the query for token i and the key

for token j. Introduce the similarity measure between query i and key j as

αi.j =
qik

T
j√
dh

where dh is the dimensionality of the hidden space.

Now, compute the expected value E[αi.j ] and the variance Σi,j = var[αi.j ].
Finally, elucidate the rationale behind incorporating the scaling factor

√
dh

by using central limit theorem.

ii) Let dh = d/H for all h = 1, . . . ,H. How many multiplication is required to
compute the output O? You can assume that running time of computing
ex is O(1).

Hint: The time complexity of matrix multiplication for matrices A of size
m × n and B of size n × p is given by O(m · n · p). The resulting product
matrix C = A ·B will have dimensions m× p.

iii) Show that there exists matrices H̃h ∈ RN×N and W (h) ∈ Rd×d such that

O =

H∑
h=1

H̃hXW (h)

Argue that these two representations are not equivalent.
Hint: What is rank(W (h))?

Problem 3: Estimate Traffic in Sheikh Fazlollah

One of the applications of recurrent neural networks is solving time series prob-
lems. In a time series, we have data that changes over time, and we want to
predict its value in the future.

In this context, we approach the problem of traffic estimation. In this appli-
cation, finding a route with the minimum fuel/time consumption is a significant
issue, with its fundamental pillar being the estimation of these data.

In the upcoming task, we have data for a section of Sheikh Fazlollah East
highway. In each time interval, we have the duration it takes for a vehicle to
pass through this section. This data represents an average of the passage times
for users familiar with this section of the map.

See the Colab for more details.
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Problem 4: Final Problem

Suggest a problem for the final exam and provide a solution!
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